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Annotation. A mathematical model for finding the optimal route and its
value in the presence of diverse routing requirements in a heterogeneous
information and communication network of any unstable structures, which
allows the most efficient use of network resources by reducing the number
of locks and traffic delays.

Keywords: routing, traffic management, resource planning, information

communications management, distributed heterogeneous networks.
Introduction

Any distributed information system primarily involves a network of nodes.
Therefore, one of the most important tasks in the distributed network is routing. There
is currently a large number of routing algorithms, satisfying the requirements for the
transfer of traffic, for quality of service parameters, service level agreements, etc. [1-
5]. Thus, practically all the algorithms are designed for stable network and do not
consider the mobile nodes and the heterogeneity of the structure. In this article we
consider a mathematical model for the routing of modern heterogeneous information
and communication networks with unstable structure.

All values specified in this article are the normalized (conditional) and they can
be used for different dimensions and conditions: data throughput and traffic volume
are measured in units convenient for a specific task (bits, bytes, packets, etc.), the cost
of transmission defines a certain indicator for the transfer costs: transmission time,

energy or the economic costs of transmission, etc.
Mathematical model of routing

We consider a distributed information system (DIS) and the corresponding
complete oriented graph G = (V, E), where V' — a plurality of nodes, £ — a plurality of

communication lines (routes) between each pair of nodes.



We define the plurality R, that R € V' x V. Pairs of nodes from the plurality R

correspond to pairs of end nodes of the network between which the traffic is

transferred.

For Vv, v;) €R we define the plurality of all possible routes L; ={I;(v; v)), L>(v;

Vi), ... . l,(vi, v;)} between nodes (v, v;), where [,(v;, v;) — some unique route between

nodes (v;, v)).

In the work [6] were identified for each pair of nodes (v, v;) € R function f{v;

v;) > 0, describing the volume of traffic between these nodes, and the conditions for
such a function, excluding the weight fractions of the bandwidth of each route. We
determine the conditions that satisfy the function f{v;, v;) taking into account the
weight fractions of bandwidth of the route w:
F(p’vi’vj):%fij(p’vi’vk):%fij(p’vk’vj;
} (D)

V(v )e V\{v,-,vj

Fij(pavkﬂvl)SMf<paviavj)_ Zan(p,vk,V;);
Wij m,n
(vm,vn)eR\(vi,vj),

where Fj;(vi,v;) — traffic proportion F(v, v;), proceeding between nodes (vi,v,); wiy = 0

2)

— bandwidth of the route between nodes (v;,v)), p — data flow identifier.

Condition (1) specifies that the volume of traffic transferred over networks
from the node v;, will be equal to the amount of traffic coming into the node v;.
Condition (2) means that the volume of traffic transferred over any route, does not
exceed the bandwidth of this route.



We consider DIS as a graph, each pair of nodes (v; v;) and the route between

them (v;, v;) for which is assigned the tuple:
[Wij,PVObij,Lij,f(Vianat)], 3)
where prob;; —the probability value of the existence of at least one route between
nodes (v, v;), f(vi, vj, t) 2 0 — function corresponding to the total amount of traffic

being transferred between nodes (v;,v;) at each time point ¢:

dF(p,v-,v )
f( 9Visvj9 ):+ (4)
To each individual route /. € L; corresponds the tuple:
[w, (vi,vj),prob,(vi,vj),costr (vl-,vj),f, (p,vl-,vj,t)];
OSprobr(vi,vj)Sl; (%)

0< costr(vl-,vjl
where prob,(v;,v;) — the probability value of the existence of the route /. between nodes
(vi, v;), cost.(v;,v;) — the value of the transfer cost of any conventional information unit
on the route /, between nodes (v, v)), f,(p, vi,v; t) 2 0 — function corresponding to the
amount of traffic being transferred on the route /. at each time point 7. At the same
time we assume that the value of prob;, prob.(v;,v;) and cost,(v;,v;) are the same for
the traffic transfer in both directions (i.e. the probability of existence of the route and
the transfer cost on this route in the forward direction are equal to the probability of

the existence of this route and transfer cost on this route in the opposite direction).

We assume that the probability of existence of the route between two nodes of
each unique route /, is the probability product of all intermediate routes (included in
this route) between adjacent links on this route:

prob, (Visvj): le”Ob,,(Vm Vi );
m,n (6)
Vlr(vm,vn)e l,,(vi,vj),
where 7 — conditional number of unique route between each pair of nodes (v;, v;). Here
and after we will take into account only routes with a probability different from zero,

as the route with a probability of zero will never be able to realize itself.



We assume that the overall probability of the existence of at least one route
between a pair of nodes (v, v;) is the sum of probabilities of the existence of unique

routes between the nodes:
prob(vl-,vj ): 1 —]v_[(l — prob,. (vi,vj )}
r

(7.1)
Vlr(vi,vj)eLij,
blv;,v;)=1-T1|1- b , ;
pro (vl vj) g( n];[npro r(vm vn)J (7.2)

VI.(v,,,v,)€ lr(vi,vj)e Ly
The formula (7.2) enables us to calculate the the probability of existence of at
least one route between two heterogeneous network nodes, based on the probability of
the existence of each individual networks segment.
The remaining bandwidth portion of the route /. between the intermediate nodes
(Vm» Vi) — 1s the value showing on what value can be increased the flow of data p* on
this route after the deduction of all third-party data flows:

W:(p*’vm’vn’t): WF(Vm’vn)_vzgr(pﬂvmavnat)avpEP\p* (81)
ge

where P — plurality of data flows coming on the route /.. The remaining bandwidth
portion of the route /. between the intermediate nodes (v; v;) will correspond to a
segment of the route with the lowest bandwidth:
W *,v-,v-,t = min (w, *,v Vot
R T L (A RNy )
(Vs V) € (Vo)

The amount of information transmitted in the flow p* on the route /, between a

pair of nodes (v;, v;) during the time T:

* T * *
Fr(p ,V,-,vj)sjwr(p ,vi,vj,t)dt 9)
0

The value of a unit of information transfer for a pair of nodes (v, v;) on each
unique route /., will be assumes as the sum of the values of the data transfer on each

fragment of this route:

(10)

*
F.(p ,v,,v,)
costr(v,-,vj): > cost,(v,,,v, | —r2m
m,n F.(p ,vi,v})
The relative cost of traffic transfer for each unique route /. will be assumes as
the ratio of the cost of the information transfer on this route to the probability of the

existence of this route:



cost,.(v;,v ;)
probr(vl-,vj)’ (11)
probr(vi,vj)> 0

*
cost, (vl-,vj)z

It is obvious that the route with the lowest relative value will be the the most
optimal route of data transfer: such a route may have a higher value than a route with
minimum costs, but the probability of losses on such a route will be much lower:

cost.\v;,v;
cost,, (vl-,vj): min(costro (vl-,vj )): min r( i J) :
r prob,.\v;,v; (12)
prob, (Vl-,vj)> 0,
where cost, — the costs of data transfer between nodes (v; v;) on the most optimal

route.
Conclusions

We solve the problem of finding the optimal route for traffic transfer taking into
account the network load, remaining bandwidth of its links and routing requirements
on condition of an unstable structure of the network, traffic transfer costs and the
possibility of its separation.

The suggested mathematical model can be used to develop methods and
algorithms for routing, finding a solution for the problem of routing in information and
communication networks with a complex structure. The implementation of the model
is carried out by splitting the network graph on components, for each of them is

applied the set out routing model followed by the composition of the total solution.
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HaBeneHo mMaTeMaTH4HY MOJENb IMOIIYKY ONTHMAaIbHOTO MapHIpyTy i HOro BapToCTi
MPU HAsBHOCTI PI3HOPIMHUX BHMOT [0 MaplipyTH3aiii B reTeporeHHoi iH(opMamiiHo-
KOMYHIKaIiifHOi Mepeki JOBUIbHOI HECTaOUIbHOI CTPYKTYPH, IO JO3BOJSIE MAKCUMAIbHO
e(EeKTUBHO BHMKOPHUCTOBYBaTH pECYpPCH MeEpEXi, 3MEHIIYIOUM KIUIbKICTh OJIOKYBaHb 1
3aTpUMOK Tpadiky.
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MapmipyTuzanuu Tpaduka B rereporeHHON uHMOpmarmoHHOW cpene // CucTeMHBIC
TEXHOJIOTUH. PernoHanbHbli MEXBY30BCKUH COOPHHMK HAYYHBIX TPYAOB. - Beimyck ? (??). -
Huenp, 2017. - C. 7?7 -77.

[IpuBenena wmareMarudeckass MOJENb TOWCKA ONTHMAJIbHOTO MapupyTa U €ro
CTOMMOCTH TpU HAJIWYUHM PA3HOPOIHBIX TpeOOBaHMU K MapIHIPyTHU3allMH B TeTEPOreHHOMN
UH(POPMALMOHHO-KOMMYHUKALMOHHOW CETH TPOU3BOJBHON HECTAOUIBHON CTPYKTYpHI,
NO3BOJISIOMINKA  MaKCUMallbHO 3()()EKTUBHO HCIONB30BaTh PECYpChbl CETH, yMEHbIIas
KOJIMYECTBO OJIOKHPOBOK M 3aJIePIKEK Tpaduka.
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Mathematical model of routing in heterogeneous distributed information system

Kupin A. I, Piddubny B. A., Muzyka I. O. // System technologies. Regional collection
of scientific papers. — Volume ? (??). - Dnipro, 2017. — p. 77-2?.

The article provides a mathematical model of finding the optimal route with minimal
cost in the presence of heterogeneous requirements for routing in the distributed information
communication network, which allows the most efficient use of network resources by
reducing the number of locks and traffic delays. Theoretical research is confirmed by
modeling of traffic routing on the example of a fragment of a heterogeneous network.
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